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PREAMBLE

ARS convened a panel of external reviewers to assess the Object Modeling System (OMS). OMS is part of the CRIS project "Object Modeling and Scaling of Landscape Processes and Conservation Effects in Agricultural Systems" of the Agricultural Systems Research Unit (ASRU) in Ft. Collins, CO. This project is part of the ARS Water Quality and Management National Program.

The panel met in Ft. Collins, CO September 5-7, 2007. Summary materials and presentations were provided to the panel members before the meeting and during the 2.5 days. The panel members are:

Dr. Pedro Restrepo, NOAA-NWS (co-chair)

Dr. Richard Lowrance, USDA-ARS (co-chair)

Dr. Linda Gundersen, USGS

Dr. Justin BabendreierBabendreier, USEPA

Dr. Joseph CoughlanCoughlan, NASA

The meeting consisted of several presentation sessions over first two days led by staff representing ARS, NRCS, USGS, NOAA, and direct discussion sessions between panel and meeting attendees, who included: a) management; b) OMS Developers; c) OMS Users.
The Charge to the Panel was provided by Dr. Lajpat Ahuja, Research Leader of the ASRU: 

1. Assess the current status of OMS system development and its applications thus far.

2. Suggest changes in approaches and goals to better meet the needs of the users and achieve full potential of OMS.

3. Recommend future directions and priorities in further enhancements of the system, component library, and applications of OMS

4. Recommend ways to enhance sustainability of the OMS project.
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1. Executive Statement
OMS team has a key role in the future success of the Conservation Effects Assessment Project (CEAP). ARS and NRCS have a small but talented staff capable of further enhancing OMS and facilitating model development within OMS. ARS has important potential science partners in both USGS and NOAA which are supportive and to some degree provide components and commit resources. 
If OMS is going to fill the need of a unified modeling platform for ARS, then the developers need to actively solicit input from other scientists/modelers in the agency about the suitability of the approaches to get to the next generation of watershed models.

OMS would benefit from development of a design document. The design document should have a Concept of Operations and a Project Plan. The Concept of Operations details how the system will be used in research and in forecasting and decision-making operations.

Inclusion of appropriate modules and model components into OMS is critical for serving ARS users. The panel cautions against the concept of whole sale inclusion of all models at ARS unless there is a specific purpose for such activity (e.g., a problem statement that needs to be solved, or a larger system perspective at ARS for dealing with life –cycle management of computer codes,).
OMS developers should determine whether they plan to accommodate two kinds of modelers: the modelers who will develop components and also use OMS to link components, test models, and use the OMS tools (LUCA, etc) and modelers who will use OMS but will not develop components. 
The OMS team is small and missing at least one key member, which is a public face and liaison who has a scientific modeling background and who is aware of past and ongoing modeling efforts, especially within ARS. As ARS defines its needs for science, data, and model integration in Natural Resources, it is likely that current resource levels for OMS   will be inadequate to address these needs. 
2. Introduction

There are benefits and trade-offs to every modeling framework approach. It is helpful to consider first that there is no single right way to achieve model integration across a large organization like ARS, or its larger client-base (e.g., NRCS, other USDA Agencies, USGS, etc.). There are, in fact, many ways to achieve various levels of technologically-facilitated model integration. A precursor assumption is that science integration, through technology, is increasingly important, necessary, and valued by ARS. If it were not, ARS would at least be somewhat unique at this point within the Federal sector. There is, after all, a reason that ARS’s Object Modeling System (OMS) already exists. There are also reasons why ARS wants to understand if OMS is valuable to its Fort Collins operations and the larger organization, and whether or not OMS is up to the task of facilitating even greater integration across even large scopes of organizational structure.
3. Common Modeling System Infrastructure Services

A key question in understanding whether or not a more generic system such as OMS is valuable, is to question if OMS has considerable potential to standardize core aspects of certain “framework” services that new modeling groups, as well as legacy modeling groups, would otherwise continue to reinvent if left to their own devices. These framework services can essentially be characterized by a series of concepts encountered when attempting to produce a software-based model or modeling system (i.e., where the latter is viewed as a joined collection of models or modules), and may include:
· Model description and codification
· Model documentation
· Model testing 

· Model integration (i.e., connecting models)

· Data acquisition 

· Execution management

· Input/output (I/O) management

· Data analysis

· Data visualization 

· Calibration, parameter estimation,

· Uncertainty and sensitivity analysis (UA/SA)
· Other services.

Most of the effort encountered in coding a science model (i.e., the set of equations representing the science) is found in developing these underlying services. The larger effort is in fact associated with connecting models and managing data, which is the problem of getting the right data into and out of black boxes representing the science.

Therefore, the answer to the basic question “is a more generic system like OMS valuable?”, is certainly yes. Notwithstanding, there are several facets of OMS that will need to be improved  if OMS is to meet the growing needs of delivering the above infrastructure services to modeling groups within the ARS, and across the USDA and its partner organizations.
4. To Pursue or Not Pursue Interoperability
One way to view the organizational questions which eventually arise, as they have for ARS, whether intentionally or not, is 1) how much re-invention of the wheel of framework technology am I paying for across my modeling groups, and 2) is there a better way to achieve integration organizationally. One of the standout consequences of having many “systems” is that components are disparate, and cannot be easily joined without creating yet another “system”. Creating yet another system has been the typical response of a research organization when faced with a new problem statement, even though it is just a variant of one already faced and solved. Such development practices tend to be labor intensive, often taking years to deliver final products, and are fraught with difficulties in consistently assuring quality. For these reasons, inter-operability of system components has been one of the primary drivers of recent standardization of “framework capacity” within the modeling community. The second most important driver is the concomitant need to more efficiently deliver other system services (e.g., data acquisition, UA/SA, etc) to old and new combinations of system components. 
Underlying all of this is a basic conclusion that most science organizations are arriving at: nature is more complex and is more multidisciplinary than captured by our current modeling paradigms. To model better, we will have to account for more complexities and disciplines within our modeling systems.
One of the standout benefits of not pursuing a single framework concept (assuming one is not available) is the organizational freedom it affords to individual units -- essentially do what is necessary quickly to solve the next, immediate problem statement, without incurring the investment cost or time needed to either develop or follow standards of a common framework. To the degree that science and data stay cordoned off to particular units, this is certainly more cost effective. To the degree (the current state and future state) that ARS must integrate across legacy development groups, it becomes increasingly cost prohibitive. One danger in not understanding these fundamental dynamics of modeling organizations is to ignore the fact that other organizations are solving this problem. This presents a significant aspect of competition to ARS. One can conjecture without too much doubt that to stay viable and to meet the strategic needs of USDA, ARS will need to pursue interoperability at a significant level.
5. Can OMS Deliver Needed Infrastructure Modeling Services to ARS and USDA?
With the above introduction to the general problems faced by ARS and USDA on the concepts of integration of science and data noted, the OMS review panel was asked to consider one in-house framework at ARS, the Object Modeling System (OMS). OMS has laid groundwork to potentially serve as a more generic format for larger groups either within ARS or potentially across ARS, USDA, and other Federal and non-Federal research organizations. OMS, like any existing framework, achieves well some things, and falls short on others. Strengths and weaknesses are by and large dictated by the core design approach currently encapsulated by the existing architectural state of OMS (i.e., the way in which it delivers, or does not deliver, standard framework infrastructure services to model developers and users). This is compared against the perceived ultimate needs and desires of the ARS. Importantly, OMS’s strengths appear to be based upon a strong, well-laid foundation, which would be expected to serve ARS well in addressing most weaknesses identified.
As a preface, ARS management should place in perspective the critique offered here against the fact that there has yet to be created a modeling framework that has answered well all issues for all participants within an organization, and for which the job of creating “infrastructure” is done. ARS and USDA should recognize that like any technology, given support and resources, modeling infrastructures can and will continue to evolve to better meet the organization’s needs. This is a point often lost on most management structures. Creating such infrastructure is a process more than it is a product. This is not to say that investment needs are unlimited, only that it will remain an ongoing need to be attended to in ARS’s overall research planning process. If a common infrastructure is not planned for, and supported, it simply won’t happen at the scale ARS needs (i.e., beyond the small groups like the OMS team that can pull off aspects of well-designed infrastructure within an otherwise science-oriented research plan and scope).
6. Overview of Strengths and Weaknesses
OMS appears to represent a sound framework architecture design. Specificity as to the overall degree of soundness is somewhat beyond the current review scope. This would require in-depth knowledge of strategic institutional goals which are beyond conjecture by the panel, and would also require an in-depth review of the OMS code-base and architecture which was not completed as part of this review. Nonetheless, at face-value, OMS appears to have achieved a desirable balance of system requirements versus flexibility needed to support both fully-functional integration of its intended science base over-time, while also facilitating simpler entrance/use concepts that allow a broad-base of model developers to leverage existing “system services” for their component(s) (e.g., base GUI, execution management, limited I/O management, limited model evaluation capacity, some standardized statistical post-processing & visualization capacity). 
OMS is a system that facilitates object-oriented coding of models more than it facilitates the tasks of I/O flow management in assimilating and simulating modeling components.  One key conclusion is that OMS appears to be a system well-suited for model developers, and by-and-large, not for “application” users, unless a model has already been developed for them. As constructed, OMS’s primary user-base would be expected to be scientists and technologists with strong programming capabilities that develop either models (at some process scale), modeling systems (i.e., collections of models used to answer a problem statement), or modeling tools (e.g., pre/post processing of modeling systems inputs/outputs). That it doesn’t service model “users” well yet is not a core structural problem, but needs to be realized as a fundamental aspect of the current design, in which incorporating into OMS an iconic interface and standard API would have facilitated the use of the system by non-programmers, but, on the other hand, it would have been a major obstacle in meeting the multi-resolution space and time modeling features that make OMS a flexible tool. Internal products of OMS can be packaged, and or interfaced with additional efforts, to fulfill the immediate organizational need of how to get users in front of packaged science and data created within OMS. This can be done externally by developers (and will be for the time being), or OMS might eventually expand upon various layers of the infrastructure that could more easily deliver “plug-n-play” concepts that more easily facilitate for unsophisticated, non-technologist users: 1) construction of conceptual models from existing components, and 2) experimental designs effected through facilitated simulation planning and post-processing schemes. 
For model developers (i.e. technology-savvy scientists), OMS’s greatest current weaknesses are its current lack of facilitation of automated data acquisition, limited library of resident model components, limited standardization of documentation requirements for system-level and module-level components, and limited inherent structural capacity to support and facilitate a broad-base of important “model evaluation” strategies (e.g., sampled-based uncertainty and sensitivity analysis, and to a lesser degree gradient-based calibration schemes). To a large degree, the Conservation Effects Assessment Project plan spells out admirable goals to shore-up most shortcomings, but it is unlikely all will be achieved with existing resource levels. 
7. Charge Questions, Responses of the Review Panel 
The rest of this report is dedicated to a more detailed discussion and response to individual charge questions presented to the panel, where context and recommendations are embedded. 
7.1. Assess current status of OMS system development and its applications thus far.
7.1.1. State of OMS

It may be helpful to briefly state/re-state a few important aspects anyway of what OMS appears to currently represent, and what it does not currently represent:

OMS (currently) represents: 

· A modular object-oriented IDE (integrated development environment), for use primarily by model developers to define java-based classes which either directly, or through native interfaces, communicate user-defined input with science based expressions of code to produce output or predictions.
· OMS is essentially a java-based IDE which itself rides on top of an underlying generic NetBeans IDE. Its ability to facilitate both direct object-oriented development of integrated modular modeling systems, which may or may not include migration of Fortran-based legacy codes, is extremely powerful.
· An enhanced graphical user interface (GUI) that allows users to link “modules” or black boxes. This is apparently achieved by a manual mapping of outputs of one component as input to another when constructing a linked system of modules which form a project (i.e. a modeling system – or collection of black boxes).

· A file-less system. There is no standard for I/O representation within the system (e.g., there is no file-based, dictionary-based schema structure). During runtime, files are not produced at the module level, or system level, in as much as components do not take on this responsibility for some alternate purpose of archiving or post-processing. 

· OMS is inherently deterministic at every level. This needs to be addressed at some point (sooner than later), at a structural level, in order to facilitate decision-making with OMS produced modeling systems if OMS is to also serve as the integration and application platform. For the time being, it appears that the developers are relying on external strategies as a primary pathway to deal with this. Model evaluation strategies should be more inherent to the architectural design of an integrated modeling system technology. There is nothing certain inside a modeling system (e.g., observations contain errors, and models have uncertain parameters, initial conditions and even structure). While users may devise tools for handling uncertainty, as one example, the inability to treat variables as inherently stochastic is a limitation. Users would currently need to construct or otherwise import or wrap around OMS, capabilities to achieve this aspect of experimental design (i.e. changing input files, defining and sampling statistical distributions) and running the model over an over using their own set of tools. 
· Data assimilation. A closely related factor to uncertainty is data assimilation, as a tool to decrease errors in forecasting systems by assimilating into the model state variables differences between model predictions and observations. System-level support for data assimilation, such as the one provided by NASA Land Information System would be a major appeal to users of OMS.
· OMS does not (currently) represent: 

· A system amenable to non-developer use for applications of modeling systems constructed within OMS. The existing user-interface would not for example, be amenable for use by NRCS web-based clients. The system would generally as well, not be amenable for “project” development” by non-programming individuals. It is a system for programmers primarily.

· An I/O-driven API. It does not inherently require nor produce output files, outside of an individual component’s desire to do so in some form or fashion. It does not specify standards for the representation of input files used by modules that exist within the system – these are user specified, and reading of files is also user specified on a module by module basis. The flexibility provided by file description using XML may be perceived as an advantage by users familiar with those concepts, and once a model has been developed and the files have been properly described, a non-sophisticated user may take advantage of the end product. However, less sophisticated users may prefer a standard I/O and module API, such as those offered in MMS, as an option.

· A system for the assimilation/acquisition of spatial and non-spatial data sets that would be needed and used to drive resident modeling systems. This is a severe deficiency in current capacity that will take some time to develop. Without a formal data acquisition and management system in place (e.g., “auto-gis”), there would be no expectation that modeling system products developed by OMS would have wide application potential. This issue, in addition to the lack of address of an I/O specification, will limit the ability of OMS to deliver such services systematically to a wide variety of users and model input file structure formats that they themselves are free to specify. Of course, OMS flexibility allows individual model developers to choose to develop interfaces to standard data sources, but not having those services built in as part of OMS implies that people may be duplicating efforts.

OMS is forward looking technically and has the potential to be an effective and efficient way to support “model development” at ARS, but less so in supporting modeling (i.e. as the application of developed models). OMS has the potential to fulfill the need within ARS to organize model development efforts and to reduce associated redundancy. The OMS team has a key role in the future success of the Conservation Effects Assessment Project (CEAP). ARS and NRCS have a small but talented staff capable of further enhancing OMS and facilitating model development within OMS. ARS has important potential science partners in both USGS and NOAA which are supportive and to some degree provide components and commit resources. 

OMS, being object oriented in its basic architectural scheme, is in some regards consistent and in other regards unique with respect to other “frameworking” efforts found within the modeling community, including efforts among other Federal agencies pursuing development of similar “modular” integrated modeling systems. OMS is, for example, unique in its Java-based architecture and attention to facilitative legacy-code wrapping appears to be extremely powerful in this regard as a model development environment, but not necessarily as a modeling system environment or model application environment as yet. 
OMS is similar to other modeling frameworks, in general, in how it attempts to allow developers an ability to both describe a science component to the system (i.e., through editors that define models as components) and how it facilitates, in some manner, the interconnection of two or more components to define a resident “modeling system” that, once “connected”, can be simulated given appropriate model inputs. Thus at its core, OMS appears to essentially represent an IDE that facilitates developers in actually building “black-box” models, for example, facilitating definition of flow control within a black-box (e.g., dealing with time and space loops in an object-oriented fashion), and an ability to link and execute together various modules. In summarizing its strengths and weaknesses, as it stands right now, it is a tool primarily for model building, a tool for manually-oriented model linking to form higher-level concepts of modeling systems, and a tool for deterministic-based model simulation schemes.
OMS is on the other hand, relatively loosely organized with respect to defining a formal I/O-based organizational structure between models that exist within the system. In as much as this is true, there is no inherent “integration” among components achieved by simply bringing a component into the system, for example, in revealing itself to a common I/O API that would ease the ability at which other models could talk to a given black box. As one perspective, some frameworks don’t deal with facilitating how a black box is constructed, but more so in what is done once the black box is defined in the system. One could view OMS as visionary in facilitating model development, but at least in the opinion of one member of the panel, still is in its infancy in broadly facilitating: a) modeling system development among disparate “integrators”, and b) modeling system applications among disparate modeling practitioners. The important take-away is that its current architectural design is well-suited to more facilitative expansion into these two important areas over time. These future capacities could in essence be considered as higher level domains of integration which build upon the existing levels. As mentioned above, OMS design architecture is a considerable departure from that of its apparent predecessor, MMS, in that the latter chose a clear API design and an iconic user interface for module coupling, and a standard flat file format for its input. Those features make MMS and its associated systems an easy-to-use tool by users not experts in software development, but at the expense of the considerably larger flexibility that OMS offers.
A number of deficiencies in OMS need to be addressed. One is that code that is currently shared between two separate projects needs to actually be duplicated within the system (i.e., is believed that currently there are no facilitated project dependencies that allow code to be shared among projects). This points to structural issues that need to be better thought out in terms of a how OMS will bring together disparate modeling system (i.e., “project” in the parlance of OMS terminology) builders and users. As one example, who owns such exported code and who will ensure it is up to date after it is exported from one project to another is a question that needs to be addressed if this persists. There also appears to be few restrictions within the system to ensure suitable inputs are provided between components during run-time, as for example, in enforcing range-checking and units-checking afforded by dictionary-based systems. There is some capacity, but these features do not appear to be a formal part of how the system is currently designed, and thus, how users would by default, be forced into good modeling practices within a larger organizational modeling structure where they are using data and science constructed by others (where assumptions, limitations, meta data, and errors may be more easily misplaced by downstream users).Applications of OMS

The primary application of OMS so far is with USGS’s Precipitation-Runoff Modeling System (PRMS). This application has been successful and supports a specific need of the main customer agency, NRCS. Currently, there seem to be no applications of ARS-developed models using OMS, though several examples are under development which presumably will lead to application roles for decision-making, or other science based endeavors. 
Currently the OMS team lacks a strategy to get the most important modules into OMS that will serve internal users and lacks a plan to provide training and development support. Defining what those modules are is, of course, the first step. The panel cautions against the concept of wholesale inclusion of all models at ARS unless there is a specific purpose for such activity (e.g., a problem statement that needs to be solved, or a larger system perspective at ARS for dealing with life–cycle management of computer codes,). This type of effort, though, would put extreme demands on existing staff and should not be contemplated without significant additional resource levels and staff. However, the panel recommends that ARS evaluates models currently in use and under development, and select the  models or model components hold the greatest potential for further use at USDA and other agencies, and prioritize their porting to OMS.
The OMS team is small and missing at least one key member, which is a public face and liaison who has a scientific modeling background and who is aware of past and ongoing modeling efforts, especially within ARS. At current resource levels and given the problem statement set facing ARS, OMS does not appear capable of addressing, within a 5-10 year time frame, the strategic needs of ARS for achieving science and data integration across key modeling disciplines, ARS labs, and ARS customers. 
7.1.2. Quality Assurance Aspects of System Management

OMS and resident data and science do not appear focused on servicing modeling system applications with a sufficient degree of quality assurance needed to support decision-making. It is unclear OMS staff can achieve this level of quality assurance within the stated “demonstrated application” time-frame of a few years, given other demands they face. Mechanisms to facilitate development of and testing of individual system level and module level components is not apparent. For example, every component of the system, be it system level or module level, should have documentation that would include an explicit testing plan and testing results which, for example, might be constructed along the following lines:
1. Overview of component and what it does, with references to any external information that supports the component, be it a science model or another entity.

2. Statement of Requirements

a. A list of requirements that state explicitly what the component is supposed to do.

b. Every requirement must be testable

c. Acceptable performance of the component must not rely on any requirement that is not explicitly defined in this manner.

3. Specifications – for example which define any input or output of the system, the format it is in, and as applicable, the expected dimensional units and ranges of allowable inputs and outputs it produces.

4. Design – an overview of how the requirements were actually achieved through code design.

5. Testing plan – a detailed plan of how each requirement is to be tested (i.e. the exact set of steps to be followed and required inputs) and what is the expected response from the component (i.e. the actual values of outputs produced, or behaviors produced in the case of components with graphical interfaces.

6. Test results

a. The documented outcome of execution of the test plan.

b. Statement by an ARS quality assurance officer that the test plan and results were independently reviewed and were found to be acceptable for use for “what purposes”.

7.2. Suggest changes in approaches and goals to better meet the needs of the users and achieve full potential of OMS

OMS developers should determine whether they plan to accommodate two kinds of modelers: the modelers who will develop components and also use OMS to link components, test models, and use the OMS tools (LUCA, etc) and modelers who will use OMS but will not develop components. 
Quality assurance is always an issue with model applications. OMS developers should develop procedures for standardized (automated) unit level testing, system-level testing, independent 3rd-party compilation and testing regimes, and peer-review of technology.
The ARS/NRCS team should remain committed to developing and supporting a small core set of components/functions that address ARS/NRCS model needs within a deadline. This effort should be focused on spatially distributed watershed modeling for CEAP. 
A formal list of currently stated requirements for the OMS system was not presented to the panel and is presumed to not formally exist, but more so appears to be represented by a looser collection of documentation and institutional knowledge. This is not unusual for the stage of development OMS is presently at, but this would be a less acceptable state of the system as time moves forward, just as would be true for any other significant investment by ARS. A tenet of valued software infrastructure development (both at the system level and for its components) is a clear ability to state, a priori, the requirements of the system and, further, the requirements of any given “component” of the system. This is imperative for many reasons but most notably in: 1) defining the goals for development against a back-drop of expected behavior and 2) defining the mechanism by which a technology’s behavior can actually be tested (e.g., facilitating an ability to state the component and or larger system meet the needs of its developers and/or users). While OMS appears to claim to facilitate such improved quality assurance documentation, it does not do so explicitly, and such documentation for existing model components and API components does not appear to currently exist. 
7.3. Recommend future directions and priorities in further enhancements of the system, component library, and applications of OMS.

It is first clarified that the panel’s discussion here is based only on an assessment of perceived, general needs gleaned from discussions and presentations offered during the workshop. Notwithstanding, there are several key issues which are clearly identifiable with respect to a broad-based user community defined by the “primary target customers [which] are ARS scientists/support, NRCS and USGS scientists, and users of NRCS web-based applications”. 
Not offering a system-level support for I/O may represent an ultimate limit to the utility of simulation design schemes and post-processing schemes that may be needed in the application realm (e.g., in dealing with error handling, parallel computing, and model evaluation strategies). A standard or “default” I/O representation would make it easier for non-programmers to develop and adapt modules to OMS.
While the availability of xml-based data file descriptor is very useful, many users would benefit greatly by a system-level support of access to standard data files, such as NESDIS weather and climate data, NWS NEXRAD data, STEWARDS data, USGS water quantity and quality data, geology and topography data, NASA observations, NRCS snow observations and soil classifications, etc.

The system has to balance flexibility against usability. For instance, MMS has a very simple, fixed file format, and the time step is controlled by a time stamp in the input file. It forces users to convert data files into that particular format, rather than allowing users to describe the data with xml. That makes MMS less flexible than OMS, but, on the other hand, makes it simple to use for less sophisticated users.

If OMS is going to fill the need of a unified modeling platform for ARS, then the developers need to actively solicit input from other scientists/modelers in the agency about the suitability of the approaches to get to the next generation of watershed models. Because of the spatial realism possible for HRUs in J2000, it seems like a good candidate for the next generation watershed model. ARS should continue exploring use of the J2000 hydrology and HRU structure. Where possible, the generic modeling components (e.g. Omni for nutrient cycling) should be used. Where existing components are not available or are not suitable, ARS should develop components based on best available science. Technology in the existing watershed models (SWAT & AnnAGNPS) should be considered as candidate components. Data bases, especially related to agricultural practices, LULC, etc used in the existing watershed models should be incorporated into OMS where possible.

There are aspects of data representation within the system, execution management, and missing tools that ultimately would need to be addressed if uncertainty and data assimilation are to be handled in OMS. System-level support for uncertainty modeling through the use of ensembles would be a major asset to OMS and its users.

At current resourcing levels, system level enhancements needed for core infrastructure services (data management, UA/SA, roll-up domain, visualization, etc.) as well as overall quality assurance needed to support decision-making do not appear to be achievable in-house. Therefore, under those circumstances, success for OMS would be highly dependent on in-kind contribution of science/technology from partners.

7.4. Recommend ways to enhance sustainability of the OMS project.

OMS would benefit from development of a design document. The design document should have a Concept of Operations and a Project Plan. The Concept of Operations details how the system will be used in research and in forecasting and decision-making operations. It should be developed with the help of “use cases,” with considerable amount of input from current users, and users of similar systems. The use cases lead to a list of requirements that will support those operations. Those requirements include functional requirements and software requirements. The National Weather Service Office of Hydrologic Development supplied to the OMS project a long list of its requirements for distributed hydrologic modeling, which could serve as a basis for OMS requirements. If OMS is going to be used for operational forecasting in real time, that list should be a subset of a complete list of requirements. If OMS is going to be used only as a research tool, only part of that list applies. As part of this process, the OMS team should develop requirements statements and tactical plan for meeting current funded project, deliverables, and schedule to meet the stated OMS strategic goals. OMS benefits from a project manager different from the system developer and the programmer. This was made quite clear once the current project manager started his functions. It is unclear, however, how much time he can currently and in the near future dedicate to the project. The project manager must make sure that progress is accomplished according to the plan. The staff should also include person or persons dedicated to component development, user support and training.

Model development under OMS should be happening in close coordination with other ARS and USDA initiatives. There needs to be further facilitated discussion within the ARS modeling community about the structure, components, and data bases used in the next generation watershed model. The next generation watershed model is the primary near-term role for OMS in CEAP. The first round of CEAP by NRCS/ARS is nearly done. Successful completion of the OMS role in CEAP is critical to both the next round of CEAP and to OMS. Assuming this was the only project demand on OMS staff, while technologist staffing would appear sufficient, there may be a lack of scientist/engineers to conduct actual model development, data acquisition, and experimentation that would be needed to establish “proof-of-concept” demonstration sought by management in 1-2 year time frame, depending on the end-points CEAP is ultimately interested in providing as modeling system output.
Appendix: Finding the Right Technology and What Will It Mean To Be Successful
Note: This appendix contains material that the panel feels contains valuable guidance to the ARS, but goes beyond our charge.

While it may not be initially intuitive to a research organization like ARS, whose scientists and engineers produce a good deal of software, a critical point to digest is that ARS and USDA, collectively, already support many “modeling frameworks” within and across their respective organizational units. One can simply look across existing modeling groups at ARS and USDA to easily demonstrate this concept. As an example, for each modeling group, there is an underlying software “system” that must deal with I/O management, execution management, and “error” handling to produce model output. For the most part, this multitude of legacy frameworks within ARS and USDA manifest as non-generic, hard-wired integration concepts that either couple a few distinct areas of science, or that simply couple several “processes” within one discipline. It can also be seen in concepts as simple as joining data with a single process module. By-and-large, the only thing these systems share in common is a general desire to predict something

Thus far, the development history of models and modeling systems at ARS and USDA can be viewed as a perpetual re-invention process, with few common standards. It is a common problem across most science organizations, not just at ARS or USDA. This is not to say that the modeling groups pursuing these systems don’t have standards. It is only to say that their standards are not common, and, thus, products are not easily reused across groups. In essence, the wheels of technology (a.k.a. core infrastructure services all frameworks attempt to deliver) have been replicated in different forms across the organization. The important issue is that these services are the most expensive aspects of the technology to develop.

The reality of most organizations in facing the task of better “organizing” themselves when it comes to modeling is that rarely do they value technology until they have, unknowingly paid for it in many ways and many times over. This fact is sometimes not realized until management is forced to standardize technology to minimize burgeoning O&M costs for the organization. On the topic of modeling infrastructure, to be clear, there are no easy answers to achieving structural success in any organization – it’s simply hard work placed against the future of potential increases in organizational capability, productivity, and quality. Those that do it well and those that do it sooner will be well positioned. Those that don’t will continue to be less relevant to their clients. 
The concept that there is a need, at some level, for investment in common infrastructure modeling services to solve an organizational problem should not be lost on management, regardless of whether or not OMS is selected as a prototype. Remember, ARS and USDA are already paying for development and delivery of infrastructure modeling services, they’re just not common. The idea that only parts of the ARS/USDA management system may firmly grasp this concept merely represents a state of evolution upon this inevitable realization. On some level, solving the infrastructure problem simply becomes a question of what’s the best way to spend the public’s money. The answer in resource limited government organizations is almost always played out as a balancing act of meeting immediate project needs, versus positioning the organization for future and potentially radical increases in capability, productivity, and quality.

From an organizational point of view, there are many opportunities to fail in attempting to standardize such an important element of a research organization. ARS would not be the first to attempt significant integration or the first to fail. Integration is best considered, and in reality could not be effectively orchestrated as anything other than, an incremental process. 
Keep-in mind also that eventually finding the “right technology” that meets your organization’s needs is actually the easy part. Experience tends to indicate that the biggest obstacle to success in technology-based integration (i.e., getting people to use it) is human behavior rooted in competition for resources, as well as the “recognition” issue -- the associated fear of “loss of identity” that individuals bring to the table. ARS and USDA will need to manage these issues nimbly if integration is to be successful. For example, how researchers are rewarded for “team efforts” and technology development that benefits others is something relatively new for research organizations to deal with (i.e., that historically otherwise reward individual publication efforts). 
To a large degree, one may conjecture that long-term success in science integration at ARS will be determined by the degree to which modelers are initially incentivized (as opposed to being forced) to use a common infrastructure technology. Long-term success may eventually be measured by a) the degree to which modelers ultimately freely engage such a system to access needed services they could not otherwise deliver for important product lines of the institution, and b) the speed at which high quality products can be constructed and exercised in response to new problem statements. 
Ultimately, transparency and quality in model-supported decision-making are the key outcomes that ARS is attempting to facilitate through modeling technologies. One certainty is that such properties of model-based predictive systems will be increasingly demanded of ARS’s clients by those that guide their fate (e.g., OMB & the public).
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